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Abstract: Artificial Intelligence (AI) has seen a massive and rapid development in the past 
twenty years. With such accelerating advances, concerns around the undesirable and 
unpredictable impact that AI may have on society are mounting. In response to such concerns, 
leading AI thinkers and practitioners have drafted a set of principles - the Asilomar AI 
Principles - for Beneficial AI, one that would benefit humanity instead of causing it harm. 
Underpinning these principles is the perceived importance for AI to be aligned to human values 
and promote the ‘common good’. We argue that efforts from leading AI thinkers must be 
supported by constructive critique, dialogue and informed scrutiny from different constituencies 
asking questions such as: what and whose values? What does ‘common good’ mean, and to 
whom? The aim of this workshop is to take a deep dive into human values, examine how they 
work, and what structures they may exhibit. Specifically, our twofold objective is to capture the 
diversity of meanings for each value and their interrelationships in the context of AI. We will do 
so both systematically and creatively using tools and techniques developed as part of the Values 
in Computing (ViC) research. In practice, we will engage in a small set of facilitated group 
activities designed to explore the Asilomar AI Principles in the context of a broader values 
theoretical framework briefly outlined in this paper. 
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Background 

 

Figure 1. The latest Android upgrade, Android 9 Pie, contains Smart Linkify, an API that uses machine 
learning for entity recognition to add clickable links when certain entities (e.g. street addresses) are detected 
in text (Samar 2018). Photo: https://commons.wikimedia.org/wiki/File:Android_9.0.jpg CC BY 2.5 license. 

Andrew Ng, Google Brain’s co-founder and one of today’s most influential AI figures, has 
likened AI to electricity for its transformative power and pervasiveness (Lynch 2017). AI’s 
rapid advances and range of application domains - from ‘mundane’ apps (Figure 1), to cancer 
screening (Ting 2018) and military intelligence (Suchman 2017) - have also raised questions 
regarding the desirability of such advances for society. A constructive and informed 
discussion around AI is not always easy given that AI is often shrouded in media hype and 
technical jargon. There are several definitions of AI. We find Lucy Suchman’s particularly 
helpful: “AI is the field of study devoted to developing computational technologies that 
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automate aspects of human activity conventionally understood to require intelligence” 
(Suchman 2018). We argue that the expression ‘conventionally understood’ (our emphasis) is 
key.  In the last twenty years, the AI field of study has been focused on the “construction of 
intelligent agents - systems that perceive and act in some environment. In this context, the 
criterion for intelligence is related to statistical and economic notions of rationality - the 
ability to make good decisions, plans, or inferences” (Russell 2015). The criterion for 
intelligence (our emphasis) is here linked to rational thinking as defined by statistics and 
economics – e.g. in terms of utility, and performance (Russell 2016).  

AI / human values alignment? 
 

  

Figure 2. Schwartz’s Values Model; left: conceptual definitions of 10 basic values (Schwartz 2012); right: 
visual representation of the model capturing observed interrelationships between values (Schwartz 1992). 

If we look at Schwartz's values model (Schwartz 1992, 2012 – Figure 2), we notice that 
concepts such as utility and performance, and in general the concepts underpinning the fields 
of economics and statistics, tend to emphasise a values subset of the model. Specifically, they 
link to the subset that includes the values of achievement (e.g. quantifiable success –reward vs 
punishment in reinforced learning (Russell 2016)), power (e.g. over resources), and security. 
These are indeed human values, but we must be mindful of the values ‘bias’,  which may be 
inherent  to AI, when calls for values alignment in AI are made (Arnold 2017, Hadfield 2016, 
Riedl 2016). Schwartz’s values model is one of the most extensively and empirically 
investigated values models to date. It is not free from limitations (Maio 2010), but it is a 
useful starting point for investigation. 

The Asilomar AI Principles 
Top AI researchers have long reflected and written on ethical and existential concerns 

around AI (Bostrom 2005, 2017). In 2017, leading “AI researchers from academia and 
industry, thought leaders in economics, law, ethics, and philosophy” came together for a five-
day conference on Beneficial AI (Future of Life Institute 2017). One the key outcomes of that 
gathering was an agreement on a set of principles - the Asilomar AI Principles – to provide 
guidance to the development of beneficial AI (Asilomar AI Principle 2017).  

Underpinning them all is a genuine concern for human values, but one that we find quite 
broad and undefined. Principle 10, for example, focuses on “Value Alignment” between 
autonomous systems and humans; Principle 23 focuses on “Common Good” and 
states “Superintelligence should only be developed in the service of widely shared ethical 
ideals, and for the benefit of all humanity”. Whose and what ethical ideals? 

The limitation of ‘Ethics’ 
Outside the AI-specific domain, a large body of computing research also exists stressing 

the importance of building technologies that embody human values. This work spans from 
Values Sensitive Design (Friedman 2006, 2017) to ethical computing (Van de Hoven 2012).  

However, also within this large body of research, the tendency seem to focus primarily on 
values with ethical import (LeDantec 2009), which are a subset of a much broader human 



values set that includes wealth, prestige, and power (Figure 2). We find this problematic 
because these latter are human values too and they do already drive digital technology 
production and shape their use (Ferrario 2016, 2017). Failing to consider this, risks not 
capturing the interdependences, tensions, agencies and relations between values. 

In addition, values such as ‘freedom’ and ‘public good’ are often poorly articulated, thus 
running the risk of becoming cultural truisms, “beliefs that are widely shared and rarely 
questioned” (Maio 1998). Crucially, research (Hanel 2018) has also found that the same value 
can have different meanings for different people and cultures; and this not only at an abstract 
personal level, but also at a behavioural, or instantiation, level (Maio 2010) 

Towards a better understanding of human values 
This poor articulation of values can have far-reaching implications on our personal and 

social lives. For example, ‘freedom’ may be called upon to protect the fundamental human 
rights of unlawfully imprisoned civilians, but also to ‘free’ one country from the presence of 
law-abiding immigrants. The psychologist Greg Maio has recently called for a more scientific 
understanding of values (Maio 2018), whilst his previous work (Maio 2010) gives poignant 
examples of the variety of meanings that the same value may have in political discourse. 

Our research aims to help address the call for a more ‘scientific’ understanding of values 
in the computing domain (e.g. systematic, empirically based, reproducible). We do so by 
drawing principles and techniques from a variety of disciplines and in particular from those 
that have taken an empirical approach to the study of human values (Schwartz 1992, 2012; 
Maio 2010). This is not research for the few. Rather, it requires the participation and 
deliberation of many. In this workshop, we combine such methods with creative design 
thinking techniques (Forshaw 2012, Newman 2015) to create both a base of common 
understanding around AI and systematic reasoning around human values. 

Our ultimate goal may not be to program values-driven intelligent agents, but to support 
the next generation of educators and computing professionals with “the deliberative, 
technical, and critical skills necessary to tell the difference between what is worth pursuing 
from what is potentially harmful to self and society” (ViC team 2018). 

Theoretical Framework, Tools & Approach 

 

Figure 3. Values as mental representations to be studied on three levels: 
 system (L1), personal (L2), and instantiation (L3). 

We considers values as mental representations to be investigated on three levels: at a 
system (L1), personal, (L2), and instantiation level (L3) – Figure 3. This 3-level theoretical 
framework is based on an established body of work from experimental psychology, which 
draws from Schwartz’s values model (Schwartz 1992) and Maio’s work (Maio 2010).   



L1 concerns the existence of a values model (Schwartz 1992, 2012) where the mental 
representations of human values are found to occur according to certain observed patterns. 
For example, people who value social power highly have been found to value equality less.  

 L2 relates to the abstract representation that an individual has for each value and the 
variety of meanings associated to it. For example, the mental representation of ‘freedom’ held 
members of different political parties. 

L3 relates to the way values drive or at least influence actions. The instantiation level is 
the most difficult to study. One can never assume a direct link between actions and values, 
and the same value may drive different actions. For example, for some caring for the 
environment means recycling waste, for another is marching against shale gas extraction.  

Tools 
 

Figure 4. Sample Values Q-Sort – this picture shows how the ACM Code of Ethics principles were mapped 
to Schwartz’s Values Model (Schwartz 2012 in Winter 2018). The AI Values Q-Sort has been designed in a 

similar way by using the Asilomar AI Principles as statements instead of the ACM Code. 

In keeping with this framework, we have designed and developed a selection of tools and 
techniques for the investigation of values at each level. In this workshop we focus on the use 
of a Values Q-Sort (Winter 2018) built by mapping Schwartz’s values model (Schwartz 2012) 
onto the Asilomar AI Principles. In previous work (Winter 2018), we used this method to map 
the ACM Code of Ethics for Software Engineers (Figure 4), and to capture values perceptions 
of software practitioners in industry and research. 

The Q-Sort is an established mixed method that was developed in the 1930s by the 
psychologist and physicist William Stephenson (Stephenson 1993). It is specifically designed 
for the systematic study of subjectivity by providing structure to subjective opinions (Watts 
2012). The method involves asking participants to sort a series of statements onto a grid 
according to their level of agreement with each statement. 

 Q-sorts are usually carried out individually, but for the workshop they will be used in 
small groups of ~5 people who will jointly decide on the sorting and discuss and note down 
values alignment and tensions within their own group. Each group will then report their 
outcomes and discussion to the other groups, while a facilitated discussion will chart 
alignments and tensions between each group.  



 

Workshop Aim & Objectives 

To understand, reflect, articulate and deliberate on the values implications of AI on 
society. This aim will be delivered through three specific objectives: 
1. A base-line shared understanding of AI, including what AI can/cannot do  
2. An understanding of the differences and interplay between ethics and human values, and 

how they may apply to AI/computing in general 
3. A practice-based exposure to the articulation and deliberation of human values in 

AI/computing in general. 

Workshop Outline 

 

Figure 5. 3DP artifacts may be used as part of the values analysis session 

We assume that we will have 90min to conduct this workshop. This workshop is designed 
to work with ~30 people divided in 6 group of 5, but it can also work with larger or smaller 
groups. We recently used this methods with 75 students attending the European Alpach 
Forum this summer (EAF2018) 

Suggested Final Outcome - the final iteration will involve the co-creation of a ‘Prato 
version’ of the Asilomar AI Principles. 

 
 Task Description Min 

1. Welcome and intro  
2. AI baseline; objective: a high level shared understanding of AI 
- Bound the scope of the AI to be used in the workshop 
3. AI Values Q-sort; objective: group-based articulation and deliberation on AI 

values priorities (tot:50min) 
- Q-sort intro 
- Q-sort 1st iteration 
- Q-sort 1st group feedback 
- Q-sort 2nd iteration; final sort for the Prato version of the AI Principles 
4. Debrief; 5 min – debrief on tools – how were they designed; wrap up 
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10 
10 
 
5 
20 
20 

 
5 

Tot (min) 90 
. 
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