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ABSTRACT
Harmful software has resulted in loss of life, societal and environmental damage alongside economic losses from fines and sales embargoes. When someone perceives their team or organisation is creating or operating harmful software (e.g., defective, vulnerable, malicious or illegal), one way to attempt to change the situation is to "blow the whistle" and disclose the situation internally or externally. Studying harmful situations and the effectiveness of interventions, up to and including whistleblowing, can help identify technical and human successes and failings in software engineering (SE).

The aim of this paper is to explore the extent to which whistleblowing is studied in SE with the objective of identifying themes, research approaches, gaps and concerns, and the implications for future SE research and practice.

We find that whistleblowing is an under-explored area of SE research, and where research exists, it often takes the view that reporting harm is a matter of individual moral responsibility; we argue this poorly reflects SE collaborative practice where professional responsibilities are distributed across the software development lifecycle. We conclude by 1) recommending approaches that can help a more timely identification and mitigation of harm in SE, 2) suggesting mechanisms for improving the effectiveness and the personal safety of harm-reporting in SE, and 3) reflecting on the role that professional bodies can have in supporting harm reporting, up to and including whistleblowing.

CCS CONCEPTS
• Software and its engineering \(\rightarrow\) Software creation and management; • Social and professional topics \(\rightarrow\) Codes of ethics;
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1 INTRODUCTION
Whistleblowing has a long history spanning at least three centuries [118]. However, the act of “blowing the whistle” seems to be a relatively rare occurrence in the science and technology community, particularly when compared to the number of reported whistleblowing cases amongst health, education, government and finance professionals [110]. Many definitions of whistleblowing exist with varying levels of detail regarding roles, responsibilities, obligations and evidence. Jubb, writing in a business ethics journal, [43] describes it as “a deliberate non-obligatory act of disclosure, which gets onto public record and is made by a person who has or had privileged access to data or information of an organisation, [...] to an external entity having potential to rectify the wrongdoing.” A broader view, by the United Nations, describes disclosures through internal mechanisms, external oversight mechanisms or in some cases to the media [46]. We construct a definition specifically for SE practice anchored around the software development lifecycle and SE literature: “the responsible evidencing and disclosure of actions and artefacts perceived to be contrary to accepted ethical and professional standards [1] or software life-cycle standards (e.g. [27]), carried out to mitigate harm to self, others or wider society.”

We acknowledge that whistleblowing is not the only way to address harmful situations, and recognise the extensive work in both the research and practitioner community to detect, reduce and prevent harm (e.g. ethical SE [37] and responsible AI [6]). Yet despite the best efforts of individuals, teams and organisations there are circumstances where blowing the whistle, on some level, may be the final option to raise concerns and change outcomes. Studying harmful SE situations and effective interventions, up to and including whistleblowing, is evidence of the success or failure of harm mitigation approaches in SE research and practice.

Goal and aim: The ultimate goal of our research is to understand how SE practitioners and organisations make disclosures about perceived or actual harmful software or SE practices, with a particular focus on those who find it “necessary to blow the whistle” [1]. We are motivated to explore challenging situations as opportunities for reflection and improvement of SE practices, and to support the SE community to uphold professional values and standards. Working towards this goal, the specific aim of this paper is to bring to light how whistleblowing has been studied in the SE research community. With no literature reviews on the phenomenon within SE identified, we explore it through the following research questions:

• RQ1: What are the prevalent whistleblowing themes in SE?
• RQ2: How is whistleblowing researched in SE?
• RQ3: What are the gaps and concerns for SE research and practice?
Contribution- The main contribution of this paper is a critical analysis of the phenomenon of whistleblowing in SE literature. Not only do we find that the effectiveness of whistleblowing is an under-explored area of SE research, but where SE research exists, it takes the view that reporting wrongdoing is a matter of individual morals and responsibility. We find that this view is not only prevalent in research studies, but is also a concern in SE education and practice. We argue that this view may be unhelpful and particularly problematic for SE, since software system design and development is rarely an individual effort, but a collaborative practice, distributed across different teams and complex lines of responsibility.

Paper structure- The rest of the paper is organised as follows: in Section 2 we introduce some key perspectives on whistleblowing from organisational studies, decision sciences, and from a broad legal and policy overview. In Sections 3 we summarise our method, results and findings from the literature review. Section 4 discusses how our research questions are answered followed by the implications for research and practice. We conclude with validity and future work reflections in Sections 5 and 6.

2 BACKGROUND

The early 1970s saw whistleblowing at the centre of heated debates in the engineering community, triggered by Nader’s call to scientists and engineers to “hold responsibility” [55]. In the 1980s high profile cases such as the Challenger disaster re-ignited the discussion in the community. Zelby’s 1989 feature article written for the IEEE Technology and Society Magazine [118] concedes that “the issue of blowing the whistle is complicated”, but also calls for something to be done beyond codes of ethics, standards, and legislation; the article concludes by arguing for the establishment of an ombudsman, seen as a possible mechanism to “protect both the whistleblower and those on whom the whistle was blown”. More recently, high profile whistleblower stories involving computing professionals have attracted public attention; these include Christopher Wylie’s revelations on Cambridge Analytica’s unlawful use of personal data [31], and Snowden’s leaked documents on NSA mass-surveillance [106]. By contrast, at Volkswagen no one publicly raised concerns about the software designed to mislead emission tests, until external emission test reports identified the issues in 2015 [65].

The ACM Code of Ethics (Principle 1.2 Avoid Harm) [1] states that “a computing professional has the obligation to report any signs of systems risks that may result in harm” and that “if leaders do not act [...] it may be necessary to blow the whistle”. It then advises to “avoid misguided reporting” and to “carefully assess relevant aspects of the situation”. A perceived lack of support, compounded with the risk of serious personal consequences from whistleblowing, may explain why computing professionals chose to leave a workplace rather than or as a result of reporting up issues. In 2019, an IPSOS Mori online survey [67] of over 1000 UK computing professionals found 28% of respondents had witnessed decisions about a technology that could have negative consequences for people or society. Their concerns included the development of products causing harms such as addictiveness, job losses or isolation, alongside failures in safety, security and testing practices before product releases. As detailed in Table 1, the survey showed 90% of participants took some action(s) about the issue, ranging from talking to a colleague up to reporting to an external body. However, 18% reported leaving their company and 10% took no action. Statista, using data from the UK’s Office for National Statistics, reports that there were over 408,000 “programmers and software development professionals” in the UK in 2020 [100]. The potential scale of people leaving a job is worrying, more so if the number of computing professionals worldwide is also considered. The impact of staff turnover and the resources to replace and train new staff should not be under estimated by individuals or their organisations [75], nor indeed the wider impact that unreported harmful software can have on society. Harmful software has resulted in loss of life, societal and environmental damage alongside economic losses from fines and sales embargoes (Volkswagen [65], Boeing [42] and Facebook [31]).

<table>
<thead>
<tr>
<th>Action(s) taken by tech workers</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Took no action</td>
<td>10</td>
</tr>
<tr>
<td>Left the company</td>
<td>18</td>
</tr>
<tr>
<td>Considered leaving the company</td>
<td>28</td>
</tr>
<tr>
<td>Reported concerns to external body</td>
<td>29</td>
</tr>
<tr>
<td>Raised concerns with manager or HR</td>
<td>47</td>
</tr>
<tr>
<td>Raised concerns with a colleague</td>
<td>51</td>
</tr>
</tbody>
</table>

Table 1: Actions taken by tech workers after witnessing decisions about technology with potentially negative consequences (N=287, from survey of N=1010). An IPSOS Mori survey commissioned by Miller and Coldicott [67].

2.1 Research Context

Whistleblowing research primarily sits at the intersection of decision sciences [107], organisational studies [68], and business ethics [66]. With studies spanning over 30 years, Dozier, Miceli and Near have developed widely cited works on whistleblowing effectiveness and decision making models [38, 68, 69]. Alongside this, moral psychology and business ethics scholars such as Alford [4] have focused on the lives and experiences of whistleblowers. In 2019, a social psychology paper by Anvari et al. [5] contended that much whistleblowing research has focused on “the impact of individual and organisational factors” and proposes models to widen the scope of studies to include wider social identities and group memberships. Similarly to Anvari et al., we also argue that viewing whistleblowing as an individual act of responsibility confronting wrongdoing is problematic, particularly within the SE context.

In Figure 1 we show Anvari et al.’s whistleblowing escalation boundary hierarchy, adapted for the SE domain. SE practice is based on complex interactions between individuals, teams, organisations, and wider society with responsibilities distributed across the software development lifecycle [16]. In proposing a model for the behavioural and social aspects of a software engineer’s work, Lenberg et al. [57] describe a “unit of analysis” that includes individuals, groups and organisations.

Taking on board Anvari et al. and Lenberg et al.’s work, we argue that in SE, reducing any studies to individual ethics, morals and actions will fail to fully understand how and why whistleblowing
2.2 Legal Status and Protection

Whistleblower protection varies greatly across countries, employment, and contract types. A government employee may be bound by state secret acts, a freelancer by non-disclosure agreements, and in some sectors such as healthcare there are disclosure channels provided [14]. In the UK, Vanderkerckhove’s 2012 survey of 2000 British adults found 81% of people supportive of whistleblowers [109]. Despite this, and with laws supporting whistleblowers, case studies overwhelming report that those reporting harm or wrongdoing are victimised and ostracised in the workplace by both colleagues and management [4], even when their disclosures are vindicated after lengthy investigations or court cases [25].

In Europe, prior to 2019, few EU Member States fully protect whistleblowers by law. To address this fragmented legislative landscape, new EU whistleblower laws were adopted in 2019, requiring protection by both companies and governments, including safe channels for reporting internally and externally [23, 24]. In the UK, protection for whistleblowers is included in the Public Interest Disclosure Act 1998 [15]. If a worker makes a protected disclosure, compensation can be claimed for any victimisation following such disclosures. The 1989 Whistleblower Protection Act is the USA’s equivalent, with the False Claims Act offering financial incentives for disclosing fraud committed against the U.S. government.

The SE industry is a diverse community including consultants, contractors, third party, and outsourced organisations that may fall outside whistleblower protection policies or laws in a particular organisation or country. While whistleblowing may be assumed beneficial for society, encouraging it may be inappropriate without understanding factors that increase the likelihood of its effectiveness to change a situation [69]. When serious software issues are discovered by SE teams there needs to be a clear understanding of channels and actions available, which in extreme cases could include whistleblowing.

Research and advocacy practices [109, 110] stress the importance for organisations to understand their obligations upon the discovery and disclosure of harmful practices, as they have a responsibility to explain and uphold their policies and processes for reporting and managing the issues. They also highlight the need for individuals to become aware of the support and protection available to them should they choose to take action. Kenny et al.’s recent organisational research [51] finds that, even after reprisals, whistleblowers continue to be passionate about their professional integrity, and stress the importance of sustained practical and material support for those who blow the whistle. We reflect on this and ask how should technology organisations, trade unions and professional bodies such as the IEEE, IET and ACM support the SE community in such situations?

3 METHOD

Our method is guided by Kitchenham’s systematic literature review procedures, an approach designed for established research fields [52]. While whistleblowing is not new, it is not a mature SE research field. Some of Kitchenham’s SLR specifics could not be applied in full. For instance, we need to prioritise coverage (the review of any articles or studies about whistleblowing in SE peer reviewed literature) over quality assessment. Similarly, we do not use publication dates or citation counts as cut off points for inclusion.

Since we are looking for items specifically about whistleblowing in SE, our primary search was based on the title, abstract and key words of items, following approaches used in similar SE mapping studies by Glass et al. [30] and Shaw [95]. The items’ selection was organised in three broad cycles: 1) find any whistleblowing items in the chosen information sources; 2) remove false positives where whistleblowing is used in its literal meaning in sport, football, sailing, acoustics or video editing for example; 3) apply SE specific selection criteria to the remaining items for their relevance to SE practitioners, projects or practices. The specific steps used to prepare and execute our primary search, and carry out items’ selection are described below:

(1) Identify the need for a literature review
(2) Formulate research questions
(3) Define search strategy and string (whistleblowing)
(4) Search relevant information sources
(5) Remove duplicates (SCOPUS contains ACM and IEEE items)
(6) Remove false positives
(7) Apply specific inclusion criteria (software engineering)
(8) Apply general inclusion criteria (date, publication year, type)

Selected items were then inductively coded [18] (grounded in data, not existing concepts) to support the analysis and interpretation of the results:

(1) Extract meta data from selected items (title, abstract, author, publication, citations, source, country(s), keywords, document type)
(2) Authors independently review and inductively code themes for subset of items
(3) Authors compare and discuss themes
(4) Authors agree and define set of primary themes
(5) Authors independently allocate primary theme to all items
(6) Use Cohen’s Kappa (K) [17] to calculate primary theme inter-rater reliability score
(7) Authors discuss and resolve discrepancies
(8) Authors run second round of primary theme allocation based on defined themes
(9) Finalise results for analysis and interpretation

3.1 Search and Selection Strategy

3.1.1 Information Sources. We performed automated searches on IEEE Xplore Digital Library, ACM Digital Library and the SCOPUS (computer science) database. The IEEE is the largest professional organisation for technology and the ACM covers computing and information technology; any items in here could be related to software or software professionals. SCOPUS is a broader database covering many disciplines, so the search was limited to computer science (COMP-SCI) items only.

3.1.2 Whistleblowing Search. The word whistleblow defines precisely our area of interest, however it can be phrased in multiple ways. The following 12 whistleblowing variations were used to search the information sources:
   “whistle blow” OR “whistleblow” OR “whistle-blow” OR “whistle blowing” OR “whistleblowing” OR “whistle-blowing” OR “whistle blower” OR “whistleblower” OR “whistle-blower” OR “blowing the whistle” OR “blown the whistle” OR “whistle blown”.

3.1.3 Removing False Positives. The titles and abstracts from the whistleblowing search were manually reviewed to remove false positives, for instance where whistleblowing is used in its literal sense (e.g. sport, football, sailing, acoustics or video editing).

3.1.4 Removing Duplicates. Duplicate entries, where SCOPUS returned matching items as the IEEE or ACM, were identified. SCOPUS and IEEE functionality provided the richest export data, therefore ACM duplicates were the most frequently removed.

3.1.5 Selecting Software Engineering Items. The abstract and body of whistleblowing items were manually reviewed for terms or narratives relevant to SE:
   • Items about SE projects (creating products or services)
   • Items about studies or reports on SE practitioners

3.1.6 Inclusion Criteria. Finally, the following inclusion and exclusion criteria were applied to the items:
   Accepted
   • Any publication year
   • Peer reviewed book chapters and magazine items
   • Peer reviewed conference and journal papers (any length)
   Rejected
   • Papers not in English
   • Item behind paywall and not locatable in library
   • Entire books, book reviews, or volumes of proceedings

Volumes of proceedings, such as [108], were rejected as relevant items were returned as part of the main search. In this example [87] was returned, although subsequently rejected as not specifically a software engineering item.

3.2 Results

A full text and metadata search for whistleblowing (or its variation) was run against each source database. When the metadata for these was analysed only 311 of the 1311 items contained whistleblowing in the title, abstract or author keyword fields, as detailed in Table 2. This review selected items specifically about whistleblowing such that it is explicitly mentioned in the title, abstract or keyword fields. Selecting and classifying papers based on their title, abstract and keywords is an approach used in similar SE studies [30, 95]. The full text data result set will be revisited in future research, to examine the frequency and context of the use of whistleblowing terms [84].

3.2.1 First round selection. Metadata from the 311 preliminary items was downloaded into a spreadsheet. An initial search identified 124 false positive or duplicate items, as shown in Table 3, giving 187 first round selection items.

<table>
<thead>
<tr>
<th>Whistleblowing Search</th>
<th>IEEE</th>
<th>ACM</th>
<th>SCOPUS</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Text and Metadata</td>
<td>422</td>
<td>264</td>
<td>625</td>
<td>1311</td>
</tr>
<tr>
<td>Title, Abstract, Keyword</td>
<td>70</td>
<td>94</td>
<td>147</td>
<td>311</td>
</tr>
<tr>
<td>False Positive, Duplicate</td>
<td>13</td>
<td>72</td>
<td>35</td>
<td>124</td>
</tr>
<tr>
<td>First round selection</td>
<td>57</td>
<td>18</td>
<td>112</td>
<td>187</td>
</tr>
</tbody>
</table>

3.2.2 Second round SE relevancy. The title and abstracts of the 187 items from the first round selection were then analysed for the words “software” or “engineer”, 34 unique items were found. A search for “project” (things that software engineers work on) in the 187 items also ran and returned 20 items and gave us a further 11 unique items to add to the existing 34 items. Finally, a manual review of the 187 items abstracts and bodies was made to identify SE project and product related items not detected by the previous systematic key term search as described in Section 3.1.5. Examples of words found included “IT”, “computing industry”, “professional”, “safety-critical system” and “technology”. This gave us a further 29 unique items for inclusion. All remaining search items were, where available, downloaded and checked for relevancy based on the inclusion criteria in Section 3.1.6, 14 were excluded. This gave us a final list of 60 items for analysis, as shown in Table 4.

A thematic analysis followed to inductively code [18] items:
(1) 20 items independently reviewed and coded for themes
(2) Primary and sub-themes compared and discussed
(3) Key theme list agreed and defined (6 primary)
(4) All items independently allocated primary theme
Table 4: Second Round SE Relevancy and Inclusion Results

<table>
<thead>
<tr>
<th>Second Round Selection</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Items with &quot;software&quot; or &quot;engineer&quot;</td>
<td>+34</td>
</tr>
<tr>
<td>Unique items with &quot;project&quot;</td>
<td>+11</td>
</tr>
<tr>
<td>Manual check for relevance to SE</td>
<td>+ 29</td>
</tr>
<tr>
<td>Exclusion criteria applied</td>
<td>-14</td>
</tr>
<tr>
<td>Final Accepted Items</td>
<td>60</td>
</tr>
</tbody>
</table>

(5) Primary inter-rater reliability score calculated (K = 0.82)
(6) Authors discussed and resolved 8 discrepancies
(7) Second round of primary theme allocation run
(8) Disagreed (weakly) on only 2 items
(9) Result set finalised for interpretation and discussions

For a subset of 20 items, each author independently tagged themes and sub-themes (unlimited number of themes to each item). The resulting list of themes included: whistleblowing practices, individual attitude and behaviour, professional ethics, technology for whistleblowing, not whistleblowing (not speaking up), management, governance, organisations, case study, stories, human decision making, industry domains (education, government, engineering, health), SE aspects, security and privacy. The authors compared and discussed their results for each of the 20 items to understand each other’s applied theme. Of note was the separating out of “human factors” into “personal and social factors” and “organisational and professional issues” - thus identifying differences between individual and organisational themes. From this we jointly came up with six primary coding themes, with a list of sub-themes for that primary theme. These are shown in Table 5.

All 60 items were then independently allocated one of the primary themes by each author. After the calibration cycle and 2 primary theme iterations both authors agreed strongly (Kappa = 0.96) on a primary theme for each item. As an example of a disagreement, in [77] (Title: “Organisational Factors and Bad News Reporting on Troubled IT Projects”) both agreed on the paper having themes of organisation and whistleblowing process, but disagreed on which was the primary one. The final 6 primary themes, sub-themes and papers are detailed in Table 5 and are discussed in Section 4.

3.3 Meta Data Results Summary

Based on item meta data, this section gives a summary of citations, temporal and geographical distribution of reviewed items, alongside an overview of the types and publication sources of items. These results feed into the discussions and findings in Section 4 of the paper.

3.3.1 Temporal View and Types. Figure 2 presents a publication timeline of the search results. It shows that generally there has been an increase in publications mentioning whistleblowing, peaking at 18 items in both 2017 and 2018. However, the number of items specifically about whistleblowing in software engineering (from the SE relevancy selection process) shows only a low numbers (peak of 5 per year in 2010 and 2019) with only small changes, both up and down, over time. Overall, the items break down into distinct groups - conference and journal papers (49), book chapters (3 chapters) and magazine articles (8). The first 6 items chronologically are whistleblowing and ethics focused magazine articles. Education related papers, with whistleblowing case studies as part of ethics education, start to emerge in the late 1990s. Journal and conference papers begin appearing in the early 2000s with empirical research studies and technology solutions (supporting or detecting whistleblowing).

3.3.2 Authors and Citations. There are 48 primary authors with a total of 96 authors across all items. There is a total of 655 citations across the 57 non-book chapter items. The collective body of works from Keil, Park, Wang, Smith et al. (13 papers) related to bad news reporting on IT projects are the highest cited (114, 96, 85, 64, 49, 43 dropping to under 20 for the more recent papers) and account for over three quarters of all citations. Over 50% of the items have less than 2 citations, with 13 items having not been previously cited. It seems the field is dominated by a few key authors, indicating SE research is not giving it the attention it warrants and leading to a lack of diversity of voices and approaches to this topic.

3.3.3 Participant and Geographical Distribution. Over half the items are from work carried out in the USA, with at least 19 other countries represented. Empirical study participants are reasonably evenly split between students and professionals, and there is a similarly even split between Eastern and Western cultures, including 2 specific cross-cultural studies with the USA and South Korea. India, South America and Africa are not well represented as authors or participants. Whistleblowing stories are predominantly about USA-based organisations. Given the international spread of the SE development community alongside the complexity and global reach of IT systems, this area deserves looking at further to understand how whistleblowing happens internationally.

3.3.4 Publication Sources. An analysis of the publications for the 49 conference and journal papers reveals there are no items from top-tier SE venues such as ICSE, FSE, TSE and TOSEM. The majority of papers found were from Information Systems (14 items), Education (7 items), Computing in Society (4 items) or Ethics (3 items) publications. The magazine articles were found in a broad range of publications including IEEE Technology and Society, IEEE Spectrum, IEEE Computer and ACM Inroads. Given the impact of harmful software and SE practices to the SE community and wider society, it is encouraging to find articles discussing whistleblowing.
Protection or detection. Platforms, protocols, vulnerabilities. Individuals with primary theme

With sixty items identified in nearly fifty years of publications, the main finding of our investigation is that there is a limited amount of research on whistleblowing in SE and none presented in top SE venues such as FSE or ICSE. We find this as a concern on three main fronts: first, there are historic and recent case studies demonstrably showing both the potential and actual far-reaching harm from poor software or SE practices [65]; second, in order to identify malpractices in SE decision making processes, SE specialist knowledge is required; finally, the challenges faced by practitioners who witness harm or wrongdoing can be too great resulting in non-reporting and even leaving the workplace [67].

The main objective of this section is to expand and bring to light these issues by mapping the literature review findings onto our three research questions. We do so by first, reporting and discussing the themes identified in the literature through thematic analysis (RQ1). We then report on the approaches used to study whistleblowing in SE and identify some of their strengths and weaknesses (RQ2). Finally, we examine the gaps and concerns in whistleblowing research (RQ3).

### 4 DISCUSSION OF FINDINGS

With sixty items identified in nearly fifty years of publications, the main finding of our investigation is that there is a limited amount of research on whistleblowing in SE and none presented in top SE venues such as FSE or ICSE. We find this a concern on three main fronts: first, there are historic and recent case studies demonstrably showing both the potential and actual far-reaching harm from poor software or SE practices [65]; second, in order to identify malpractices in SE decision making processes, SE specialist knowledge is required; finally, the challenges faced by practitioners who witness harm or wrongdoing can be too great resulting in non-reporting and even leaving the workplace [67].

The main objective of this section is to expand and bring to light these issues by mapping the literature review findings onto our three research questions. We do so by first, reporting and discussing the themes identified in the literature through thematic analysis (RQ1). We then report on the approaches used to study whistleblowing in SE and identify some of their strengths and weaknesses (RQ2). Finally, we examine the gaps and concerns in whistleblowing research (RQ3).

#### 4.1 RQ1 - Whistleblowing Themes

- **RQ1: What are the prevalent whistleblowing themes in SE?**

  We identify *Personal and Social Factors* as the top primary theme (N=20), which includes sub-themes such as individual values, personal motivations, and social identity (i.e. belonging to a team) as Table 5 shows. The fact that this is the most recurrent theme is not surprising since whistleblowing is widely portrayed - both by research and media - as being about individuals making decisions according to their conscience, sense of responsibility, and "obligations" [1]. *Whistleblowing Stories* also features frequently as a theme (N=15), particularly in the context of higher education where whistleblowers’ stories are used in computer and engineering ethics courses to illustrate to students real-life situations in which their morals and responsibilities may be challenged at work [12]. The *Technology* theme follows with 12 identified papers and including 10 items primarily concerned with the development of safe and secure channels for safeguarding whistleblowers’ communication, alongside 2 looking at detection of whistleblowing activities. The *Organisational and Professional Issues* theme includes papers investigating organisational culture and structures affecting whistleblowing [114]. Finally, we found only one paper specifically covering harmful SE practices and their disclosure [93], discussing “dirty code” where developers take open source code snippets into closed source systems and so infringe on licenses and intellectual property rights. While *SE Aspects* are not prevalent as a primary theme, the authors still found it an important theme, with 14 items using SE aspects as part of back story in a study (software development lifecycle, coding, testing, design, open source, software piracy, code reuse, misuse of IT, security issues). The next section expands the discussion by presenting a selection of sub-themes identified as most relevant to SE research and practice.

#### 4.1.1 Personal and Social Factors: The Mum Effect

Several items [47–50, 76–78, 85, 90, 98, 99, 112, 114] report on the *mum effect*, that is 'keeping quiet' about known issues or harmful situations. The mum effect is found to be a common behaviour for both practitioners, such as developers and IT auditors, who are found to be generally adverse to "reporting up bad news", and managers, who, in reverse, tend not to listen to risks or harms (the deaf effect). Most of the papers reporting on this issue [29, 49, 62, 90] focus on the relationship of this behaviour and the heightened risks of costly project failures. The punitive economic costs of project failures are a known issue in SE literature and practice. However, the impact of keeping quiet can have much wider implications than economic ones: from disrupting democratic processes, to costing people lives.

Keeping quiet is a matter of concern for the SE community. Given the technical complexity of software systems, understanding the harm that a poorly designed or ill-conceived software product may cause, often relies on specialised technical knowledge. The SE community is uniquely positioned to recognise, support and speak

<table>
<thead>
<tr>
<th>Primary Theme</th>
<th>Sub-themes Include</th>
<th>Count</th>
<th>Individual Papers with Primary Theme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personal and Social Factors</td>
<td>Personal values, motivation, social identity, decision making, mum effect (keeping quiet about issues), social responsibility</td>
<td>20</td>
<td>[55] [83] [26] [21] [54] [99] [98] [50] [102] [47] [70] [76] [13] [94] [114] [61] [3] [113] [85] [39]</td>
</tr>
<tr>
<td>Whistleblowing Stories</td>
<td>Case studies, engineering ethics, government, education, news and social media, history</td>
<td>15</td>
<td>[90] [19] [25] [53] [91] [10] [11] [44] [62] [2] [86] [35] [45] [32] [29]</td>
</tr>
<tr>
<td>Technology</td>
<td>Protection or detection. Platforms, protocols, vulnerabilities of technology, privacy enhancing technologies</td>
<td>12</td>
<td>[105] [74] [7] [92] [9] [36] [97] [117] [96] [72] [41] [58]</td>
</tr>
<tr>
<td>Whistleblowing Process</td>
<td>Theories, models, motivation, agency theory, decision making, behavioural reasoning theory</td>
<td>7</td>
<td>[118] [77] [78] [12] [48] [73] [106]</td>
</tr>
<tr>
<td>Organisational and Professional Issues</td>
<td>Roles, responsibilities, culture, professional code of ethics, deaf effect (not listening to issues), governance, policies, professional bodies, regulation</td>
<td>7</td>
<td>[77] [19] [79] [88] [49] [112] [71]</td>
</tr>
<tr>
<td>SE Aspects</td>
<td>Whistleblowing and software development lifecycle, coding, testing, design, open source, software piracy, code reuse, misuse of IT, security</td>
<td>1</td>
<td>[93]</td>
</tr>
</tbody>
</table>
up about potentially harmful SE decisions and practices. If we are not looking into this, who can?

4.1.2 Whistleblowing Stories: Role in SE Education. Whistleblowing is often depicted as a personal act of moral responsibility, and as an heroic one, given the harrowing consequences that whistleblowers may face [25]. Whistleblowing stories have hence captured the media attention, and their educational power of telling stories [89] has been understandably harnessed in computing and engineering ethics courses [10–13, 44, 53, 61, 62, 88]. However, this teaching practice risks perpetuating the view that whistleblowing is a personal matter and of individual responsibility, whereas research and SE practice indicates that the responsibility of technology systems design, deployment and operations is much wider and distributed [16].

4.1.3 Technology: as detection or for protection. With whistleblowing sometimes being described as an “insider threat” to an organisation, there are 2 papers presenting technical solutions for the detection of whistleblowing activities. There are also 8 papers specifically looking at technology supporting the protection of a whistleblower’s identity or making anonymous the source of whistleblowing submissions. Although, as [55] reflects, the confidentiality of disclosures may not prevent discovery of whistleblower by other means. Two items [41, 117] critique available whistleblowing platforms ahead of developing or selecting a whistleblowing platform solution. Bodo’s paper [9] reports on aspects of privacy enhancing technologies, such as Wikileaks, and how it enables insiders to anonymously share private organisational information. On the detection side, Okolica et al.’s work on the ENRON case [74] describes using email analysis to identify signals for potential whistleblowers - i.e. having a hidden interest in sensitive topics. Finally, Maitre et al. [58] present a solution for discovering weak signals in web pages and twitter content, and extracting information ‘possibly sent by whistleblowers’. To avoid such network detection, an innovative solution AdLeaks, is provided by Roth et al. [92], using online advertising as a cover for submitting and recovering whistleblowing reports.

This theme raises the wider issue of how online activity is monitored internally and externally to organisations, by whom and for what purposes that may closely relate to whistleblowing (i.e. insider threats, business rivals, regulators or the media looking for evidence and stories). We should therefore reflect on the possibility that technologies to help evidence and report SE harms, could also be used against practitioners who wish to speak up about such issues.

4.2 RQ2- How is Whistleblowing Researched?

- RQ2: How is whistleblowing researched in SE?

In this section we look at the approaches (or ‘research agendas’ [101]) used to report on or study whistleblowing in SE. We do so in two steps: first, we apply Stol and Fitzgerald’s ABC framework [101]. We then apply Easterbrook et al.’s research categories [22] to guide the discussion around the empirical research papers found. Stol and Fitzgerald’s ABC framework proposes an SE research classification that takes in consideration the actors (A) being studied, the measurements of their behaviour (B), and how realistic a context (C) the study is set in. We find this framework particularly relevant to our research, because whistleblowing ultimately focuses on actors (e.g. individuals, teams, organisations), whose behaviours (e.g. speaking-up) are situated in specific contexts. Following this framework, we classify our papers according to four research settings: Natural, Contrived, Neutral and Non-empirical.

Natural setting items feature most highly (39 items) in the review. The majority of items in this category were position, opinion and technology solutions papers based on in-field reports or observations (27 items), There were 6 case studies alongside 3 technology platform reviews, 2 field studies (one of which was based on secondary data) and 1 field experiment. Contrived (laboratory-based) setting research makes up nearly 25% of papers with scenario based experiments used to measure a participant’s “intention to whistleblow”. Neutral setting items included 3 sample studies and 1 survey. Finally there are 3 non-empirical papers proposing whistleblowing (2 items) and threat modelling (1 item) frameworks. With empirical items accounting for the largest portion of the total set, the discussion that follows primarily focuses on this set of papers, and specifically on research carried out in Natural (Field) and Contrived (Laboratory) settings.

4.2.1 Natural Settings (Field Studies). While there are a large number of opinion pieces and position papers on whistleblowing, there is a relatively low number (6 items) of field study papers in the review. All 6 items are centred around individual (personal) whistleblowers’ stories. Their findings are not easily generalisable because of the specifics of each situation, and the varying degree of detail presented. The cases covered include safety critical systems [11, 44, 113], nuclear power [25, 53], health [21], transport [62], academia [19] and defence [29, 44] situations. There were 4 cases where issues were eventually reported to the media (Edward Snowden [106], GEC Nuclear [25], USA missile defense program [10, 29]), some tried disclosing issues internally before going to the media or government agencies. In the 13 individual stories reported, all except two whistleblowers lost their jobs (resigned or fired). Notably three whistleblowers received awards from the IEEE for outstanding service to public interest (Clinch River [12], Air Shield Incubator [54], GEC Nuclear [25]). The ACM debated awarding, but did not give, Snowden a “Making a Difference Award”[2].

Whistleblowing in SE is a complex social-technical phenomenon and its understanding would benefit from in-depth ethnographic studies. However such studies are not present in our review. This is likely for a number of reasons. First, whistleblowing is of a sensitive nature, making the design of research studies challenging, particularly when much of the process leading to whistleblowing happens under the radar. In addition, it may take course over a long time, thus requiring research resources that may not be easily available. Finally, the seriousness of the consequences of whistleblowing may also mean participants adjust behaviours during any observation period to avoid or reduce the risk of detection or retaliation.

4.2.2 Contrived Settings (Lab Experiments). In this review, laboratory experiments are found to be frequently used in the context of project failure scenarios and individual reluctance to report bad news. There were few examples of the misuse of successfully delivered IT systems, as found in the Volkswagen and Cambridge
Analytic stories. Aspects of SE such as software bugs, misunderstood requirements, system limitations, poor testing, outsourced work or 3rd party code are used to form the back story to the scenarios. Situational variables are carefully controlled in role play scenarios, with the likelihood (intention) to whistleblow then captured. Extreme scenarios are used to maximise variance [76, 112]. Situational factors such as professionalism [94], time urgency [76], harm of consequences [47, 77, 78, 99, 102] and proximity to victims [78] are shown to increase the likelihood of reporting bad news. However, the studies focus on an individual’s response to a scenario, with only limited reflection on wider group discussions and dynamics (inside and outside an organisations) that might occur and have an impact on knowledge of choice of actions and so possible outcomes.

4.2.3 Combining Settings. The most cited paper in this review is Keil and Robey’s 2001 field study [49]. Ten IT auditors were interviewed about their real experiences of past project failure situations and the eventual outcomes for the projects. Conditions were identified that affect the reluctance to blow the whistle and find that many internal auditors remain quiet (the mum effect) instead of asserting their responsibility to report bad news. More studies like this, taken down to the SE practitioner level could offer much insight for the SE community. Alongside this is Smith and Keil’s 2003 theory development paper [98], bringing together factors on the reluctance to report bad news into the SE project domain. These papers lead to a group of controlled experiment type studies [47, 48, 50, 73, 76–78, 99, 112–114] spanning more than 10 years that contribute to the understanding of factors affecting responsibility and willingness to report bad news on IT projects.

4.3 RQ3- Research Gaps and Concerns

- RQ3: What are the gaps and concerns for SE research and practice?

Our gap analysis is based on the prevalence of themes found in RQ1, study types found in RQ2, and how they relate to human and technical aspects of SE. The combination of case studies, field studies and laboratory controlled experiments has contributed to a better understanding of factors affecting the likelihood of whistleblowing in SE practice. However, the studies found lacked diversity in research perspectives, and the number of authors involved was small.

4.3.1 SE Aspects. Of particular concern is the absence of recent in-practice studies exploring the harmful situations that SE teams see, and how they resolved or escalated serious issues with actions up to and including whistleblowing. When software practitioners perceive their team or organisation is creating or operating harmful software (e.g. is defective, insecure, vulnerable, malicious or illegal) what actions might they take? Miller and Coldicott’s IPSOS Mori survey [67] finds 90% of people do take action, but what exactly were those actions, how effective was it and what was the final outcome? We found very limited published work examining these aspects from an SE perspective. Within the software development lifecycle, research is needed to improve our understanding of the escalation and effectiveness of whistleblowing actions to change harmful SE situations. These studies need to include actual harms seen that were attributed to software, SE practices or SE decisions, that trigger actions up to and including whistleblowing.

4.3.2 Missing perspectives. Whistleblowing stories are often described from the whistleblower’s perspective, with little focus on the involvement and responses from other SE practitioners, disclosure recipients (internal or external), organisations, and groups in wider society made aware of these SE situations through the news and social media. Reports of high-profile software scandals in the media appear to be increasing and so too the scrutiny of software organisations to show consideration of the social and human impact of the systems they design, build and operate [81]. In 2021, there have been a succession of whistleblowing stories in the media [8], with former SE practitioners from companies such as Google [20] and Facebook [82] speaking out, with evidence, about the harms caused by features of their products (e.g. algorithmic bias and putting profit before public good). Researching new and emerging SE stories, presented as comparable cases studies, would help us map out and understand the growing involvement of the wider SE community and campaign groups, and how that impacts the effectiveness of whistleblowers attempting to mitigate harm. Stories would also provide relevant and modern case studies for SE education and practice and help address the perception that reporting wrongdoing is a matter of individual morals and responsibility.

4.4 Implications for Research and Practice

We conclude with three recommendations for research and practice. First, we recommend more timely identification and mitigation of harm using values-led initiatives in SE practices; second we suggest some possible mechanisms for improving the effectiveness and the personal safety of harm reporting in SE, and finally we reflect on the role that professional bodies can have in supporting harm reporting, up to and including whistleblowing.

4.4.1 Supporting early identification and mitigation of harm. In 2020 it was reported that UK councils and government bodies were withdrawing use of automated decision making software in services such as welfare, visa applications and exam grading [59]. Cancelling reasons ranged from problems in the way the systems work to concerns about negative effects and bias with regards to end users. The SE community must continue working to make software, decisions and artefacts transparent and auditible, this will help identify harmful situations in a timely fashion to mitigate harmful outcomes. For example, this could be achieved by enhancing existing SE practices with values-led tools as described in [115] or through new automated SE values detection techniques [28]. Understanding the effectiveness of SE practices and being transparent about points of success and failure [103] may help practitioners “avoid misguided reporting” and support them to “carefully assess relevant aspects of the situation” as advised by the ACM Code of Ethics [1].

4.4.2 Improving effectiveness and safety of harm reporting. In the USA, a Volkswagen engineer has been jailed for the role he played in a team of engineers responsible for emissions tests cheating software [40]; in the UK there are criminal investigations against the Post Office and Fujitsu IT staff [111] for cover ups linked to IT systems that left hundreds of subpostmasters suspended, sacked or criminally prosecuted for theft, fraud and false accounting. External
whistleblowing from campaign groups and regulatory bodies, after many years, finally brought these stories to the public attention. It is not known if internal SE teams tried to evidence and speak out about the issues, and if they did, how effective it was. The research shows that SE practitioners find it difficult to report issues, and even more so to speak up about the actions and behaviours of other SE practitioners, teams, and organisations [47–50, 76–78, 85, 98, 99, 112, 114]. We argue that a deep understanding of factors that contribute to whistleblowing effectiveness [69] is an important stepping stone towards understanding how harm (potential or actual) can be safely, responsibly and effectively disclosed.

As an example, in a recent legal paper on recommendations for the probity of computer evidence, linked to the Post Office trials [111], Marshall et al. report that the kind of documents that are likely to exist, and ought to be disclosed are not generally well-understood by people without professional computing or SE knowledge [60]. This highlights a procedural dilemma: when a request for a disclosure of a software issue is made, the lack of specific SE knowledge to locate and examine the required evidence may result in the dismissal of the request. Their paper proposes a two-step software-issue disclosure process emerging from cases involving the cover-up of harmful software practices and products. Solutions and professional standards to support such legal challenges would benefit all stakeholders in the software development lifecycle, and in particular help reduce the burden on individuals and organisations seeking to produce evidence in support or defence of whistleblowing actions.

4.4.3 The role of professional bodies and organisations. Kline [53] and Hersh [34] call for a study on the actions (and in-actions) of professional bodies in respect of whistleblowing cases, whilst research and advocacy group stress the importance for organisations to understand their obligations, and for individuals to be aware of the support and protection available to them should they choose to take whistleblowing action [109, 110]. An IEEE statement elaborates why they (the IEEE) are not always in a position to support whistleblower cases: “diverse opinions may flow from the same set of circumstances [...] and there are always at least one other side to a story [...] the IEEE does not have the responsibility to make a case for the member submitting a complaint or request for support” [83]. Their statement is 30 years old, does it still ring true? Zelby [118] raised the suggestion of a mediation-like authority to protect all parties involved in whistleblowing cases. Other alternatives are the support of trade unions, who look to protect worker rights and public interests, as recognised by the emergence of new technology specific trade unions [64, 80].

5 THREATS TO VALIDITY
We identify potential threats to the validity pertaining to 1) specific search terms used 2) mis-classification and 3) publication sources. Whilst we cannot guarantee that some SE relevant items have not been excluded or missed, we argue that the review is representative of how whistleblowing in SE is studied, and does not rely on single items for its findings.

5.1 Construct Validity - Search Terms
Whistleblowing is a very specific search term - defining precisely the phenomenon we are looking at. We used 12 variations of it to find matching items. Other key words such as “dissent”, “bad news reporting”, and “mis-reporting” were explored but we found searching on whistleblowing was specific and sufficient for this paper’s research objectives.

5.2 Internal Validity - Mis-classification
Only two researchers were involved in the thematic analysis. To mitigate this, the process was rigorous, systematic and included two rounds of independent coding and calibration [33].

5.3 External Validity - Publication Sources
The search was limited to the IEEE, ACM and Scopus databases with no snowballing of references from or to each item. This does limit the validity of our findings. In mitigation, the 3 databases used are common sources for SE research. Whistleblowing studies outside of the SE domain are being reviewed and may uncover studies that include SE aspects or cases.

6 CONCLUSIONS AND FUTURE WORK
Whistleblowing has received growing media attention in the last few years, and our study has been part-motivated by following stories and reviewing a considerable amount of grey literature, including [8, 56, 65, 104, 116]. There we find whistleblowing often portrayed as a tragic, heroic or responsible act of individuals, with limited value for understanding the specific SE aspects and human factors behind a story. On reviewing literature from SE top-venues to seek actionable whistleblowing guidelines for software engineers, we did not find the research breadth and depth we hoped for. However, we argue that, just because whistleblowing in SE is not common (and is difficult to study), does not make it unimportant. Our future research seeks to create a body of evidence (case studies) to help the SE community identify effective mitigating actions (technical, human and policies) that can help resolve, not escalate, harmful situations relating to software or SE practices. Research suggests that seeing connections between the consequences of software decisions through examples of similar stories may influence and inform future ethical decision making [63]. Developing and publishing SE whistleblowing cases studies, to the SE community will help support this awareness.

Our findings indicate that while whistleblowing is increasingly mentioned in the literature, it is an under-explored area of SE research, with no whistleblowing related papers found in top-tier SE venues such as ICSE and FSE. The SE community has a responsibility to society to demonstrate that it assesses and understands the potential risks and consequences associated with the software we design and build and has mechanisms that allow practitioners to speak out if professional values and standards are not being met or followed. It requires us to have processes and procedures in place for risks and harms to be identified and evidenced whilst creating a safe environment for their reporting. In particular, the burden of responsibility to disclose harmful situations should not be left to individuals, given existing studies find both practitioners and IT auditors are often deterred from speaking up (the mum effect).
and management are reluctant to listen to their concerns (the deaf effect).

Moving forward, the SE research community is uniquely positioned to explore and advance the understanding of harmful situations in SE, with whistleblowing being an extreme form of harmful situation reporting. Future work should aim to explore how and why whistleblowing is, or indeed is not, happening in modern SE practice. Carefully designed field based approaches are required, sympathetic to the complexities and risks associated with whistleblowing studies, to evidence and reflect on the types of harmful code, software or SE practices that lead to potential and actual whistleblowing situations.
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